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Abstract—Networks with homogeneous routing nodes are constantly at risk as any vulnerability found against a node could be used to

compromise all nodes. Introducing diversity among nodes can be used to address this problem. With few variants, the choice of

assignment of variants to nodes is critical to the overall network resiliency. We present the Diversity Assignment Problem (DAP), the

assignment of variants to nodes in a network, and we show how to compute the optimal solution in medium-size networks. We also

present a greedy approximation to DAP that scales well to large networks. Our solution shows that a high level of overall network

resiliency can be obtained even from variants that are weak on their own. We provide a variation of our problem that matches the

specific communication requirements of applications run over the network (e.g., Paxos and BFT). Also, we analyze the loss in resiliency

when optimally assigning variants based on inaccurate information about compromises.

Index Terms—Overlay networks, computer security, integer linear programming
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1 INTRODUCTION

NETWORKS with homogeneous routing nodes are con-
stantly at risk as any vulnerability found against a single

routing node could be used to compromise all nodes. Diver-
sity can be employed at various levels on the routing nodes to
address this problem by improving resiliency against differ-
ent classes of attacks. In this work, we base resiliency on the
number of surviving client-to-client connections offered by
the network when under attack. Diversifying the operating
system provides protection against common types of attacks
that target operating system vulnerabilities [1]; utilizing
multi-variant programming protects against programming
vulnerabilities or logical programming errors [2], [3]; using
different administrative personnel mitigates social engineer-
ing or insider attacks [4]. However, there are only a limited
number of operating systems, software versions, and person-
nel to utilize as diverse variants. So then, how does one assign
these limited number of diverse variants to the routing nodes
in the network to achieve optimal resiliency?

Initially, we assumed that a random assignment of a few
diverse variants would perform well. However, we were
surprised to find that a random assignment performs rather
poorly on a case study topology, in many cases providing
less resiliency than using the best single variant at all rout-
ing nodes, and occasionally even less resiliency than using
the worst single variant at all routing nodes. Clearly, a bet-
ter approach is necessary to realize the benefits of diversity,

i.e., the use of diverse routing variants to limit the effects of
correlated failures.

Our interest in this question arose from constructing a
cloud service over a global network of data centers [5]. We
needed to have an intrusion-tolerant infrastructure in order
to monitor and control the cloud even in the case of sophisti-
cated attacks. While designing intrusion-tolerant protocols
for messaging and maintaining consistent state, we realized
that without diversity all the nodes could be compromised
by a single vulnerability. Inspired by [1], we were especially
interested in diversifying the operating system (e.g., Linux,
MacOS, and FreeBSD). The additional overhead of manag-
ing multiple operating systems within the cloud infrastruc-
ture led us to consider only a small number of variants to
create diversity.

In this paper, we demonstrate that the way diverse var-
iants are assigned across the network (i.e., which variant is
assigned to which routing node) is of utmost importance to
the overall network resiliency when the number of variants
is smaller than the number of routing nodes in the network.
To our knowledge, this work is the first to study the impact
of variant assignment to routing nodes on overall network
resiliency.

We present a novel problem, the Diversity Assignment
Problem (DAP), which specifies how to optimize overall
network resiliency when placing diverse variants that are
compromised independently at routing nodes. While DAP
is NP-hard, we show that it is feasible to solve it optimally
on a variety of medium-size random network graphs. We
also show an efficient algorithm that approximates DAP
well for larger graphs, incurring a relatively small resiliency
cost compared with the optimal solution.

To check the applicability of our approach in a real-world
setting, we obtained a network graph representative of the
global overlay topology used by the above cloud service.
Even though this topology was constructed with high
availability as the goal (rather than intrusion-tolerance), the
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optimal variant assignment solution to the DAP ensures a
system resiliency that is significantly higher than the resil-
iency achieved by any of the individual variants.

We initially choose an application agnostic metric for net-
work resiliency that captures the expected client-to-client
connectivity between all pairs. We investigate the advan-
tages of considering the specific resiliency needs defined by
the nature of a distributed application running at the clients.
Specifically, we show how to find the optimal assignment
for the underlying network supporting either the Paxos [6]
or Byzantine Fault-Tolerant (BFT) [7] protocols. When
applied to the mentioned global topology, we found that an
assignment that is tailored to these application require-
ments can provide higher resiliency than an assignment
that focuses on general network resiliency obtained by max-
imizing the expected client-to-client connectivity.

Our assignments are based on assumptions of accurate
information about compromise probabilities of variants.
Having inaccurate information results in a different assign-
ment which can impact the resiliency of the system and the
confidence of the network operator in the resulted assign-
ment. We analyze and measure in a realistic scenario these
two types of errors resulting from inaccurate information to
understand the impact of inaccuracies in compromise prob-
abilities on assignment resilience and network operator con-
fidence. Our results show that small inaccuracies in
information only result in minor errors in assignment and
confidence.

The contributions of this paper are as follows:

� We introduce the Diversity Assignment Problem.
DAP describes how to assign diversity to routing
nodes in order to maximize the probability of each
client pair being connected.

� We formulate the DAP using mixed integer pro-
gramming (MIP) [8] and find the optimal solution on
random graphs constructed in a manner reminiscent
of real overlay topologies. To support larger graphs,
we extend this formulation to a fast greedy approxi-
mation and demonstrate results that are relatively
close to the optimal solution in such larger graphs.

� We extend our approach to optimize network resil-
iency for a given application’s demands, rather than
for overall expected client-to-client connectivity, to
maximize system resiliency.

� We analyze the loss in resiliency when optimally
assigning variants based on inaccurate information
about compromises.

This paper expands on an initialwork first published in [9].
We add the three major components in this version. First, we
demonstrate why random assignments are poor on our case
study topology in Section 3.4. Second, we provide an alterna-
tive motivating experiment based on Paxos for our assign-
ment that optimizes connected components in Section 5.3.
Finally, we show the effects of inaccuracies in compromise
information in Section 6. For space considerations we could
not include all experiments that we performed after publish-
ing the conference version. The interested reader can find
further new material on additional examples of connected
component optimization and a weighted traffic version of
the problem in our accompanying technical report [10].

The rest of the paper is organized as follows. Section 2
describes our network and attacker models. Section 3
presents the general DAP along with an optimal solution.
Section 4 describes and evaluates a greedy approximation
algorithm to solve DAP in larger topologies. Section 5
shows the increased advantage of performing diversity
assignment with client application knowledge. Section 6
analyzes how inaccurate compromise information affects
assignment. Section 7 lists work related to ours. Section 8
concludes this work.

2 MODEL

We describe the model of the network and attacker which
we consider in this work. These models are quite general as
our approaches can be applied in various networking con-
texts with various of diversity techniques. Our motivation
started with a scenario of cloud services being provided
over a global network of datacenters while diversifying
operating systems for improved resilience, but we noticed
that the core problem is general to any network.

2.1 Network Model

We assume a network topology of routing nodes that pro-
vide communication to clients. We assume no control over
the structure of the network topology as this is fixed based
on the constraints of the networking context. In an overlay
routing context, network links impose overhead to continu-
ously monitor their latency and loss characteristics, thus the
degree at each node must be limited while ensuring the
entire network is still well connected. Alternatively, in a
wireless context, network links are limited by the physical
broadcast range of each node. We assume that we have a set
of diverse variants and we can configure each routing node
with a single variant. Our network goals are to maximize
the number of client connections or an application-specific
communication requirement of the clients.

2.2 Attacker Model

We assume that there is no way to configure a routing node
that meets our network needs while being completely invul-
nerable to attacker attempts of compromise. Thus, we adopt
a probabilistic attacker model where each variant is com-
promised with some probability. We capture the benefit of
diversity by assuming any pair of variants are compromised
independently. We assign a probability that an attacker is
able to both find a vulnerability and create a successful
exploit against a variant within a given time period, and
then any routing node in the network with this variant will
become compromised. As our probabilities are with respect
to a certain time frame, a full long-term system would need
mechanisms to detect and recover compromised variants.
We consider such mechanisms as outside the scope of this
work. Our probabilistic model of compromise offers a use-
ful way to reason about an attacker’s capabilities and meas-
ures a network’s resilience. Even in realistic scenarios
where an attacker is not modeled well probabilistically, we
are still raising the bar for the attacker to ensure the attacker
must find vulnerabilities and create exploits for different
variants of routing nodes.

We assume a byzantine tolerant routing protocol is used
for routing to ensure that communication can occur
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between two clients as long as an honest path of routing
nodes exists [11], [12].

3 DIVERSITY ASSIGNMENT

In this section we present the Diversity Assignment Prob-
lem. DAP describes how to assign variants to routing nodes
in order to maximize the probability of each client pair
being connected. We then describe existing mixed integer
programming techniques and how these can be used to
solve DAP. Lastly, we show the effectiveness of this tech-
nique on a realistic case study topology when compared
with randomly assigning diversity.

3.1 Diversity Assignment Problem

We consider a network consisting of a set of nodes N and a
set of clients M. A set of connections are defined among
these nodes, so we can represent a network as a graph such
as the one in Fig. 1. Each routing node is assigned a variant

from the set of variants V , so there are jV jjNj possible assign-
ments. We denote an assignment of one variant for each
node as A. Note that jV j < jN j. Each variant vk 2 V is associ-
ated with a compromise event ek in the set of all compro-
mise events E, so jEj ¼ jV j. The probability of ek occurring
is P ðekÞ. These events of compromise are independent,1 so
for any two compromise events ek0 and ek00 the following
holds P ðek0 \ ek00 Þ ¼ P ðek0 Þ � P ðek00 Þ.

We measure the goodness of an assignment of variants
with the metric expected client connectivity (ECC). This metric
is the expected value of the proportion of client pairs that
are connected. To compute this value we consider the set of
all possible combinations of compromise events C where

jCj ¼ 2jEj (C is the powerset [13] of E). An element c 2 C is
a subset of the compromise events, E, and corresponds to
those compromise events occurring while any other com-
promise events do not occur. We can compute the propor-
tion of clients connected given that those variants are
compromised. We consider two clients to be connected if a
path of non-compromised nodes exists between them.

Our goal is to maximize the expected client connectivity
of a graph by strategically assigning variants. We call this
problem the Diversity Assignment Problem.

Definition 1. We define the Diversity Assignment Problem as
finding the assignment of variants to nodes which maximizes
the expected client connectivity. First, for a given assignment
A and set of compromised variant events c 2 C, we define a
connectivity function fA;cða; bÞ between two clients a and b as:

fA;cða; bÞ ¼
jMj
2

� ��1
if clients a and b are connected

by a set of non-compromised
nodes,

0 otherwise:

8>>><
>>>:

Then, the expected client connectivity is:

E
X

fa;b2M:a<bg
fA;cða; bÞ

2
4

3
5

¼
X
c2C

 Y
ek2c

P ðekÞ
Y
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ð1� P ðekÞÞ
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The Diversity Assignment Problem is:

argmax
A

E
X

fa;b2M:a<bg
fA;cða; bÞ

2
4

3
5

0
@

1
A:

Theorem 1. The Diversity Assignment Problem is NP-hard with
two or more variants (proof available in [10]).

We illustrate the meaning of DAP in Fig. 1 with an exam-
ple topology graph. Figs. 1a and 1b show two ways to
assign variants in this graph. Fig. 1b is the superior assign-
ment as more client pairs are connected given that a single
variant is compromised. The superiority of this assignment
is also reflected by the expected client connectivity values.

3.2 MIP Approach to DAP

Despite DAP being NP-hard, many real-world network
topologies are of limited size, so finding the optimal solu-
tion is of practical interest. To find the optimal solution, we
chose to formulate the problem as a MIP and utilize an
existing commercial solver, CPLEX [14]. A MIP is a linear
program with the addition of integer constraints. The
important implication of these integer constraints is that a
MIP is not solvable in polynomial time (while a linear pro-
gram can be), but these integer constraints allow for formu-
lations of many difficult combinatorial problems. Problems
from other domains have also resorted to MIP to find opti-
mal solutions to practical problems in the area of operations
research [15], [16], [17]. MIP formulations are good for prob-
lems where the optimal is desired and no efficient algorithm
is known as many MIP solvers [14], [18], [19] employ a vari-
ety of techniques to avoid exhaustively searching the entire
space of feasible solutions.

Fig. 1. Example of two assignments on the same topology where routing
nodes are circles and clients are squares. We show two possibilities for
diversity assignment to nodes where the two variants are red which has
a 0.1 probability of being compromised and blue which has a 0.15 proba-
bility of compromise. (a) Diversity assignment with 0.838 expected client
connectivity. Notice that only one client pair is connected if either red or
blue is compromised. (b) Superior diversity assignment that has 0.957
expected client connectivity. Notice that three client pairs are connected
if blue is compromised and two client pairs are connected if red is
compromised.

1. We make an assumption of independence among compromise
events as it simplifies the presentation of the fundamental ideas in this
work. We provide an analysis of what occurs when compromise events
are not highly positively correlated in Section 6.
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Our MIP formulation is set up as a collection of flow
problems. We formulate a flow problem for every combina-
tion of source client and compromise scenario. Each flow
problem aims to send as much flow from a source client to
destination clients as possible. The constraints on a flow for
a given source client and compromise scenario ensure that:
(1) flow in and out of a router are equivalent, (2) source cli-
ent accepts zero flow, (3) destination clients accept at most
one unit of flow, and (4) no flow travels through a compro-
mised router. Thus, maximizing the sum of flow out of a
source client will result in a count of the number of con-
nected clients, and this count is weighted by probabilities
corresponding to the given compromise scenario. No flow
is allowed through routers assigned a compromised variant
for a particular compromise scenario. Variant assignment is
given by integer variables to ensure each router is assigned
exactly one variant. These variables must be integer to
ensure a router is of a single variant type.

Table 1 describes each symbol that we use in our MIP for-
mulation. We present the objective function (Equation (1))
followed by each constraint (Equations (2)-(10)).

DAP objective:

max
s;f

1

2
� jMj

2

� ��1

�
X

c2C;a2M;x2N

Y
ei2c

P ðeiÞ
Y
ei =2 c

1� P ðeiÞ
0
@

1
Afc;a;a;x:

(1)

We maximize the expected client connectivity of the graph,
over all compromise events. The first term (12 � jMj

2

� �
)

ensures that the result will be out of 1, rather than out of the
number of possible connections between clients. The two
products ensure that each possible compromise event is
weighted by the probability that it happens. The f term is a

measure of how much flow the given client a can push out
onto the network (specifically, fc;a;i;j measures the amount
of flow that started at source client a that travels on edge
{i,j} in compromise case c). Because of all the constraints
below, this is exactly a measure of how many other clients a
can connect to.

Variant constraints (I):

svi;x ¼ f0; 1g; vi 2 V ; x 2 N: (2)

Routing nodes must be either entirely of a variant or
entirely not of that variant. Fractional assignments are not
allowed.

Variant constraints (II):

X
vi2V

svi;x ¼ 1; x 2 N: (3)

Routing nodes must be exactly one variant.

Node flow constraints:

X
i2N[ðM�fagÞ

fc;a;x;i �
X

i2N[fag
fc;a;i;x ¼ 0; c 2 C; a 2 M; x 2 N:

(4)

The flow (originating at source client node a) entering rout-
ing node x must equal the flow (originating at source client
node a) exiting routing node x. This is enforced for each of
the jMj clients and for each of the jNj nodes, separately. In
other words, flow cannot get stuck in the middle of the net-
work; it has to end at client nodes.

Client flow constraints (I):

X
x2N

fc;a;x;b � 1; c 2 C; a; b 2 M; a 6¼ b: (5)

A client cannot accept more than one unit of flow from
another client. This is so that we can count the total flow out
of the source client to get the number of connected clients.
Despite this constraint being � 1, it can only take a value of
0 or 1 due to the other constraints and the objective. For the
CPLEX solver [14], it is more efficient to enforce fewer inte-
ger constraints whenever possible.

Client flow constraints (II):

fc;a;x;a ¼ 0; c 2 C; a 2 M; x 2 N: (6)

Traffic cannot start and end at the same client. In other
words, a client cannot send to itself. Note that fx; ag is any
incoming edge into a.

Client flow constraints (III):

fc;a;b;x ¼ 0; c 2 C; a; b 2 M; x 2 N; a 6¼ b: (7)

A destination client cannot send out flow. So, flow cannot
use a client to reach other clients.

Topology constraints:

fc;a;i;j � ðjMj � 1Þ � wi;j; c 2 C; a 2 M; i; j 2 ðN [MÞ: (8)

Any pair of nodes with no edge between them (i.e., wi;j ¼ 0)
cannot have any flow directly between them. It also

TABLE 1
Notation

Symbol Description

N Set of routing nodes. As our notation, these are x, y, z,
etc. Depicted by circles in figures.

M Set of client nodes. As our notation, these are a, b, etc.
Depicted by squares in figures.

V Set of variants. Depicted by colors of circles in figures.
E Set of all compromise events. We index elements

of E and V by k as their elements are related such
that each ek corresponds to the compromise event
of the variant vk.

C Set of all possible compromise event sets, so jCj ¼ 2jEj.
Each element c 2 C is a set of compromise events
(e 2 E) that are compromised.

wi;j Constants designating that edge {i,j} exists. i and j can
be either routing nodes or client nodes. Note that
clients should not connect directly to other clients, so
i; j 2 M ) wi;j ¼ 0. Depicted by lines between nodes
in figures.

fc;a;i;j Measures the amount of flow that starts at client node
a and travels on edge {i,j} in compromise event set
c. i and j can be either routing nodes or client nodes.
Also, c 2 C. This must be a non-negative value.

sv;x The variant assignment of routing node x. sv;x is 1 if x
is variant v and 0 otherwise.
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underlines the fact that up to jMj � 1 units of flow originat-
ing at the same client can share the same edge.

Variant flow constraints (I):

fc;a;x;i � ðjMj � 1Þ �min
ei2C

ð1� svi;xÞ;

c 2 C; a 2 M; x 2 N; i 2 N [M:
(9)

The amount of flow out of a routing node must be 0 if that
node is compromised. It also underlines the fact that no
edge can carry more than jMj � 1 units of flow from any
source client node a.

Variant flow constraints (II):

fc;a;i;x � ðjMj � 1Þ �min
ei2c

ð1� svi;xÞ;
c 2 C; a 2 M; i 2 N [M; x 2 N:

(10)

The amount of flow into a node must be 0 if that node is
compromised. It also underlines the fact that no edge can
carry more than jMj � 1 units of flow from any source client
node a.

3.3 DAP on the Case Study Topology

We investigate the benefit of optimal diversity assignment
on a realistic overlay network topology. Then, various
assignments of diversity are shown on the case study topol-
ogy with their corresponding expected client connectivity.
We show assignments for DAP with increasing number of
variants being used, and we investigate random assign-
ments as a comparison with the optimal solution.

For a case study topology, we took a connectivity graph
from a cloud network provider [5]. The nodes of the graph
represent data centers located around the globe. Each node
is assigned a single variant which means that the overlay
routing element at that data center will utilize the selected
variant. The edges of the graph represent overlay connectiv-
ity used on that cloud to connect the different data centers.
This connectivity is provided by a number of Internet Ser-
vice Providers at each data center. The clients in the graph
represent either clients external to the cloud or infrastruc-
ture components of the cloud. Each client has multiple con-
nections to the cloud to avoid a single point of failure. In
this example, we use three connections as that level of con-
nectivity was quite prevalent in that network. This connec-
tivity graph was designed with resiliency in mind, and
without any consideration for diversity.

We assume some hypothetical scenario with three
diverse variants represented by red, blue, and green having

a 0.1, 0.15, and 0.2 probability of being compromised over
some arbitrary period of time, respectively. Note that this
example, while simplistic, provides an interesting insight
into the benefits and risks of diversity.2

Fig. 2a shows the optimal solution when only a single
variant can be used. All the nodes are assigned with the
least vulnerable variant. This corresponds to the situation
where no diversity is used. The resulting network achieves
an expected client connectivity of 0.9.

Fig. 2b shows the optimal solution when two variants can
be used. Each node is assigned with either of the two least
vulnerable variants. The resulting network achieves an
expected client connectivity of 0.985. Note that this is better
than either variant by itself.

Fig. 2c shows the optimal solution when three variants can
be used. The resulting network achieves an expected client
connectivity of 0.997. Notice that the optimal solution finds an
assignment where any single variant is capable of connecting
all clients. By adding a third, more vulnerable variant actually
makes the system significantlymore resilient.

As stated before, in this example, each client is connected
to three routing nodes. If clients do not have at least three
potential entry points into the network, then the availability
of the connection is limited by the variants of the routing
nodes that they are connected to. For example, if each client
only connects to a single routing node, that connection
would fail if either of the entry-point routing nodes is com-
promised. This is much more likely to occur than if there
are three such entry-point routing nodes for each client,
requiring at least three routing nodes to be compromised to
cut the connection.

In this example, including variants that have a higher but
independent probability of being compromised improves the
overall system resiliency. This may be counterintuitive, as
adding weaker components to a system usually makes it
weaker, not stronger. The independence of the different var-
iants and the overall robustness of the network mean that
adding additional, more vulnerable variants makes a sys-
tem more resilient.

As discussed earlier, random assignment could be used
instead of the optimal MIP approach. One might expect
this approach to do well, since randomness often helps in

Fig. 2. Optimal assignments on case study topology: (a) one variant assignment achieves 0.9 expected client connectivity, (b) two variants assign-
ment achieves 0.985 expected client connectivity, (c) three variants assignment achieves 0.997 expected client connectivity.

2. The purpose of these values is to give preference to one variant
over another and to quantify an estimate of the system resiliency with
diversity. While we select numbers to illustrate the main concepts, the
resulting assignment would not be significantly different if other values
were selected.
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adding diversity to systems. However, this does not neces-
sarily lead to a good result. An example graph can be seen
in Fig. 3b. This graph achieves an expected client connec-
tivity of only 0.811, much worse than any of the other three
graphs. In fact, it barely outperforms the worst of the three
variants. This example graph comes from the bottom
1 percent of possible assignments and is given as an exam-
ple of what could occur if the diversity assignment is not
considered carefully.

Fig. 3a is a histogram created with data from 100,000 ran-
dom assignments on the case study topology. For this data
set, the minimum and maximum are 0.751 and 0.988 respec-
tively. The mean is 0.931 and the median is 0.937. As can be
seen, most of the random assignments perform better than
if the best variant is used by itself ð0:937 > 0:9Þ. However,
very few of the random assignments come close to perform-
ing as well as the optimal assignment found by MIP.

The optimal solution of 0.997 expected client connectiv-
ity exists while the best random solution out of the 100,000
random assignment shown in Fig. 3a was 0.988 expected
client connectivity. Thus, even the best random solution
out of numerous trials does not achieve the optimal solu-
tion. We define expected client disconnectivity to be the
expected probability that communication between a client
pair is broken, and this value is equivalent to (expected cli-
ent disconnectivity) ¼ 1 � (expected client connectivity). In
terms of expected client disconnectivity the best random
solution is 0.012 while the optimal solution is 0.003, so a
client-to-client connection is broken four times less often
with the optimal assignment.

Interestingly, the difference between what the optimal
solution provides and the probability that at least one of the
variants is non-compromised provides a metric for the qual-
ity of the connectivity resiliency of the graph.z3 Ideally, we
would want this distance to be zero, as in Figs. 2b and 2c of
the provided example.

3.4 Near-Optimal Assignments on Case Study
Topology

We aim to further understand why it is difficult to find an
optimal solution, given that such an optimal solution is sev-
eral factors better than random assignments from the per-
spective of the expected client disconnectivity. We compute
the set of all assignments near the optimal solution in terms

of expected client disconnectivity. The number of assign-
ments found compared to the size of the search space fur-
ther supports our claim that random assignments are
typically much worse than the optimal assignment. Thus,
techniques to search for optimal assignments (like the ones
we propose in this work) are important for any network
aiming to achieve high resilience through diversity.

We search for solutions within a disconnectivity factor of
the optimal solution. This value is computed from a given
expected client disconnectivity as follows (disconnectivity
factor) ¼ (expected client disconnectivity)/(OPT) where
OPT is the optimal expected client disconnectivity. Intui-
tively, a disconnectivity factor of two for an assignment
implies that clients on average are disconnected twice as
much as the optimal assignment.

Exhaustive search of the entire search space is prohibi-
tively expensive for the three variant case, and we could not
use this strategy to find all near-optimal solutions. How-
ever, we were able to find all solutions within a factor of
optimal by leveraging advanced features of MIP solvers.
After finding an optimal solution, the solver can be set to
continue searching for solutions. The solver avoids exhaus-
tively searching the entire space by eliminating large por-
tions of the search space through its branch and bound
techniques. Given that the number of solutions found is
small, this procedure is quite efficient.

Fig. 4 shows the number of solutions within a small
factor of the optimal solution for the three variant sce-
nario (note the log-scale of the y-axis). We show the pro-
portion of the search space that these solutions represent
on the right y-axis. The proportion of the search space
indicates the probability that a random assignment has of

Fig. 3. Random and greedy assignments on case study topology: (a) histogram of expected client connectivity of 100,000 random assignments with
vertical lines displaying the lower and upper bounds, (b) random assignment achieving 0.881 expected client connectivity, and (c) greedy assignment
achieving 0.992 expected client connectivity.

Fig. 4. Number of solutions within a given disconnectivity factor bound
for the case study topology.3. Thanks to Bob Balzer for this observation.
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achieving an assignment within a small factor of the opti-
mal solution. Thus, a random assignment has a probabil-
ity of 3 � 10�9 to achieve optimal, so that would require
on the order of a billion topologies to be assigned and
evaluated to find an optimal solution. The visually linear
trend in this figure implies an exponential trend in the
data due to the logscale of the y-axis. Thus, the number of
solutions within a factor of optimal decreases exponen-
tially with respected to decreasing factor, and this implies
searching exponentially more assignments to expect to
find such a solution.

4 SCALING DIVERSITY ASSIGNMENT

DAP is not tractable for large topologies since DAP is NP-
hard (see Theorem 1). To scale to larger topologies, we sacri-
fice optimality in order to ensure the algorithm completes
within a polynomially-bounded time. In this section we
present the Approximate DAP (A-DAP), a greedy approach
to A-DAP, an example on the case study topology, and an
evaluation on random topologies.

4.1 Approximate DAP

A-DAP is similar to DAP, but A-DAP does not require that
the problem be solved optimally. By relaxing this condi-
tion, we aim to find algorithms that run in polynomial
time which are able to find large values of expected client
connectivity. We do not formally define any restrictions on
the goodness of the approximations as it is an open prob-
lem of whether a reasonable bound can be placed on the
expected client connectivity achieved by a deterministic
polynomial time algorithm. Instead, we used random
topologies to validate the goodness of expected client con-
nectivities achieved by a greedy approach to A-DAP when
compared with the optimal.

4.2 Greedy Approach to A-DAP

Our greedy approach incrementally assigns nodes to var-
iants. At each incremental assignment, the algorithm con-
siders several candidate assignments and selects the one
which provides the best immediate results. For a candidate
set of incremental assignments we consider sets of nodes
which can connect a client pair by a variant, so we consider
at most jMj

2

� �
� jV j candidate variant assignments. For a

given client pair a and b and variant i, we compute the mini-
mal number of unassigned nodes which must be assigned i
to connect a and b by nodes assigned i. After this computa-
tion we have two values: the increase in expected client con-
nectivity a and the number of newly assigned nodes b.

Given a set of candidate assignments that each have an a

and b value, we select the one which maximizes a
b
. It is obvi-

ous why we want to find large a values, but it is equally
important to ensure the b value is small as well. Smaller val-
ues of b allow for more nodes to remain unassigned and to be
used to connect more client pairs by other variants in future
assignments. This approach is analogous to the greedy choice
in bin packing, as we select itemswith the highest payoff ver-
susweight ratio to ensure that items are selected that increase
overall payoff while allowing for more items to be picked in
the future. Note, that b ¼ 0 is a trivial case where the candi-
date is simply removed from consideration as the client pair

is already connected via the considered variant. We provide
more details, including pseudo-code, in the technical report
version of this work [10].

4.3 A-DAP on the Case Study Topology

We consider the same scenario as in Section 3.3 with three
variants. Fig. 3c shows the assignment found by our greedy
solution which achieves 0.992 expected client connectivity.
Notice that all clients are connected via just the blue or
green variants. However, two clients remain disconnected
from the rest if only the red variant is uncompromised. The
optimal solution found with the MIP formulation finds an
assignment which connects all clients as long as any single
variant is uncompromised. This loss of expected client con-
nectivity is due to the greedy algorithm making choices in
the early steps of the algorithm to connect clients via blue
and green variants (the more resilient variants) which
leaves fewer choices to connect clients via the red variants.
The greedy approach for the A-DAP took 0.38 seconds to
complete while the MIP approach for the DAP took 396.13
seconds to complete. With far less computational require-
ments, the greedy algorithm does outperform the best of the
100,000 random assignments (0.988 client connectivity) and
comes close to the optimal solution.

4.4 A-DAP on Random Topologies

Weanswer the following three questions through simulation.

1) How does the goodness of the assignment of the
greedy algorithm compare to other algorithms (ran-
dom assignment and optimal) for the DAP on typical
topologies?

2) How does the running time of the greedy algorithm
for the A-DAP and the MIP approach for the DAP
vary with typical topologies created with different
parameters?

3) What are trends in the expected client connectivity
over all the assignment algorithms when varying
topology parameters?

Simulation methodology. We use expected client connec-
tivity and running time to evaluate each algorithm.
Expected client connectivity is a measure of how well the
algorithm performs. Running time is a measure of how
quickly the algorithm will terminate with an expected
client connectivity.

We generate random topologies for given parameters of
number of nodes and density. Density is the average num-
ber of neighbors each node has. We place the desired num-
ber of nodes and five clients uniformly at random in a two-
dimensional square. Any client and node within a calcu-
lated communication radius have an edge between them
(except pairs of clients, which do not have an edge). The
communication radius is selected to ensure the desired
average density. Topologies constructed in this way are
obviously representative of wireless contexts, but they are
also quite similar to overlay topologies, because overlay
topologies include many short, well-behaved links.

Given topology parameters, we create 100 random topol-
ogies and run the optimal, greedy, and random algorithms
on these topologies. We average the expected client connec-
tivity and running times obtained for each algorithm over
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the 100 runs and show 95 percent confidence intervals for
those averages. For the running time values of the MIP for-
mulation, it is important to note that we use the software
package CPLEX with a quad-core 3.4 Ghz Intel processor
which does leverage all cores.

The results are shown in Fig. 5. We describe how they
answer each of the initial questions that we proposed.

Question 1. The goodness of an algorithm’s assignment is
the expected client connectivity. This is upper-bounded by
the optimal value (which the MIP approach always
achieves). The greedy algorithm outperformed the random
assignment and was quite close to the optimal value, inde-
pendent of varying either density (Fig. 5a) or the number of
nodes (Fig. 5c).

Question 2. The running time of the greedy algorithm is
on the order of milliseconds, which is barely visible when
compared to the running time of the MIP-based approach.
Fig. 5b shows the MIP approach running time for varying
density values. The running time is low for small density
values since most variant assignments result in poor
expected client connectivity, allowing the branch-and-
bound algorithm of CPLEX to avoid searching the majority
of variant assignments. The running time is also low for
high density values since a dense graph has many possible
optimal assignments and the branch-and-bound algorithm
can terminate early after finding any of them. Thus, the
problem is the most difficult for networks with moderate
density values. The running time of both algorithms when
varying the size of the network is shown in Fig. 5d. The MIP
approach running time grows nearly linearly over these
input parameters, but this relationship is potentially expo-
nential according to Theorem 1. The MIP approach running
time is still significantly greater than the greedy approach.

For many networking scenarios the running time of the
MIP is reasonable, days or weeks. However, as the problem
is NP-hard, on much larger topologies, the MIP approach
could take years to produce optimal results, making such a
technique prohibitive. The greedy algorithm running time
increases polynomially with the topology size resulting in
acceptable performance on larger topologies.

Question 3. The trend of expected client connectivity is
similar among all three algorithms. The expected client con-
nectivity increases as density increases (Fig. 5a), which is
expected since more edges allow more possibilities for cli-
ents to become connected. The expected client connectivity
decreases as the number of nodes increases (Fig. 5c). By keep-
ing the density constant and increasing the number of nodes,
the graph becomes less connected and therefore less resilient.

From these results we see that the greedy algorithm out-
performs the random algorithm while being quite close to
the optimal solution, and the greedy algorithm is far more
efficient in terms of running time and is polynomially-
bounded while the MIP formulation is not. Hence, on larger
topologies where the MIP formulation cannot be computed,
the greedy algorithm is a decent substitute. Another interest-
ing result is that the expected client connectivity decreases
with more nodes when keeping the density constant. So, the
density or node degree must increase to retain high levels of
expected client connectivity when the number of nodes
increases in the topology.

5 DIVERSITY ASSIGNMENT FOR SPECIFIC

APPLICATIONS

Certain distributed systems that maintain consistent state
pride themselves on their ability to tolerate part of the system

Fig. 5. Experiments for the random, optimal (MIP approach), and greedy algorithms. (a) and (b) show results of random, optimal, and greedy algo-
rithms on random topologies with 25 nodes and varied density. (c) and (d) show the random, optimal, and greedy algorithms on random topologies
with six density and varied nodes.
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failing. Statemachine replication protocols with this property
include Paxos [6], Byzantine Fault Tolerance (BFT) [7], Prime
[20], and Aardvark [21], where Prime and Aardvark give
additional performance guarantees even while the system is
under attack. These protocols explicitly state their assump-
tions about the proportion of replicas that must be correct for
safety and liveness properties to hold. However, an equally
important consideration is that a sufficient number of correct
replicas must be able to communicate with each other via the
underlying network. If we view the state machine replicas as
clients of the underlying network, then applying diversity to
the network improves the resiliency of the overall system.

We use these state machine replication protocols as an
example of how to customize DAP for a specific client appli-
cation. State machine replication protocols have specific
connectivity needs among replicas that must be satisfied to
ensure safety and liveness. We show how DAP is custom-
ized to better ensure the network meets these requirements,
and we show how such customization can be helpful in a
realistic scenario. The steps we take here to customize DAP
can be followed to create other versions that meet the spe-
cific connectivity needs of other distributed systems.

The expected client connectivity from DAP maximizes
the expected value of the proportion of client pairs that are
connected. This is a reasonable metric for resiliency of many
applications, and it could even work well for state machine
replication in certain scenarios. However, an approach that
takes into account the connectivity requirements of the spe-
cific application (in this case, state machine replication) may
result in higher overall resiliency. We refine DAP to exactly
match the needs of a replicated state machine protocol by
maximizing the probability that a specific sized connected
component exists among the replicas.

5.1 Connected Component DAP (CC-DAP)

The goal of this algorithm is to optimize the probability that
g clients can communicate with each other. The connected
component size g can be derived from the specific state
machine replication protocol. We denote this problem as
the Connected Component Diversity Assignment Problem
with formal details in Definition 2 (we use the notation from
Table 1). Unsurprisingly, this problem is also NP-hard as
stated in Theorem 2.

Definition 2. The Connected Component Diversity Assignment
Problem is to find the assignment of variants to nodes which
maximizes the probability of a component of clients being con-
nected. First, we define the random variable XA which is the
size of the largest connected component of clients given a vari-
ant assignment A. This variable is random as it depends on the
random events E. Then, the Connected Component Diversity
Assignment Problem is:

argmax
A

P ðXA � gÞð Þ:

Theorem 2. The Connected Component Diversity Assignment
Problem is NP-hard with two or more variants (proven in [10]).

5.2 MIP Approach to CC-DAP

For the MIP formulation we keep the constraints in Equa-
tions (2)-(10) from Section 3.2, reformulate the objective

function, and add new constraints. Our new objective and
constraints include new variables which are used to keep
track of which subset of clients are used for a connected
component bc;a as well as variables to check if the connected
component is large enough ac. We describe the purpose of
the new objective and each new constraint in detail to show
how it captures the CC-DAP problem.

CC-DAP objective:

max
s;f;a;b

X
c2C

Y
ei2c

P ðeiÞ
Y
ei =2 c

1� P ðeiÞ
0
@

1
Aac: (11)

We maximize the probability that a g-sized connected com-
ponent exists, over all compromise events. The two prod-
ucts ensure that each possible compromise event is
weighted by the probability that it happens. ac is 1 if a con-
nected component of size g is present under compromise
event c and 0 otherwise.

Component constraint (I):

ac ¼ f0; 1g; c 2 C: (12)

A g-sized connected component either exists under compro-
mise event c, or it does not.

Component constraint (II):

bc;a ¼ f0; 1g; c 2 C; a 2 M: (13)

bc;a is 1 if client a is in the g-sized connected component
under compromise event c, and 0 otherwise.

Component constraint (III):

g ¼
X
a2M

bc;a; c 2 C: (14)

A valid connected component under compromise event c
must be of size g. In any other case, this constraint will not
be met. Note, if a larger connected component could exist,
this constraint ensures that only g clients are considered,
which is required for other constraints.

Component flow constraint (I):

fc;a;x;b � bc;b; c 2 C; a; b 2 M; x 2 N; a 6¼ b: (15)

A client b, in the connected component under compromise
event c, cannot accept more than one unit of flow from
another client a. If b is not in the connected component, it
will not accept any flow.

Component flow constraint (II):

fc;a;a;x � ðg� 1Þ � bc;a; c 2 C; a 2 M; x 2 N: (16)

A client a, in the connected component under compromise
event c, cannot send more than g� 1 units of flow, enough
for every other client in the connected component. If a is not
in the connected component, it will not send any flow.

Component satisfaction constraints:

g � ðg� 1Þ � ac ¼
X

a2M;x2N
fc;a;a;x; c 2 C: (17)
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If there exists a g-sized connected component under com-
promise event c, then there are a total of g � ðg� 1Þ units of
flow in the network. If no such connected component exists,
the total flow is 0.

5.3 CC-DAP for Paxos

Scenarios where DAP connects all client pairs by every
variant individually are trivial for CC-DAP, since an opti-
mal DAP assignment is also an optimal CC-DAP assign-
ment. Thus, we slightly change the setup from Section 3.3
to ensure a non-trivial comparison between DAP and
CC-DAP. In the topology we use for Paxos, we add a new
variant v4 where P ðe4Þ ¼ 0:25 represented in the figures by
the color yellow. In the topology we use for BFT, we start
with the topology used for Paxos and add new connections
between clients and routing nodes. BFT requires this extra
modification of including new connections since the nature
of BFT requires larger connected components.

Paxos maintains consistent state given that there are at
most fs fail-stop failures when using a total of n ¼ 2fs þ 1
replicas. In the Paxos scenario, we assume replicas may be
partitioned from each other due to attacks on the routing
nodes. A client being partitioned from the others is equivalent
to a fail-stop failure. For the purposes of this example, we do
not consider any other forms of failure, that is, the network
may fail but the replicas themselves do not fail. Given that we
have 10 replicas in total, this implies that fs ¼ 4. As a result,
the required connected component size is g ¼ n� fs ¼ 6.

Fig. 6a shows the assignment when using the MIP
approach for CC-DAP while Fig. 2c from before shows the
assignment when using the MIP approach for DAP. In
Fig. 6a, the probability that six of the clients will be able to
communicate is 0.99925 with an expected client connectivity
of 0.9675. In contrast, in Fig. 2c, the probability that six of the
clients will be able to communicate is only 0.997 while hav-
ing an expected client connectivity of 0.997 as well. In
essence, CC-DAP is able to sacrifice some of the expected
client connectivity to increase the probability that a con-
nected component of the desired size will be present.

5.4 CC-DAP for BFT

BFT tolerates up to f Byzantine failures when using a total of
n ¼ 3f þ 1 replicas. We will view these f failures as a combi-
nation of fb, Byzantine replicas, and fs, fail-stop replicas
(indistinguishable from replicas that have been partitioned

away). The choice of values for fb and fs are left to the system
designer. There is trade-off between fb and fs, governed by
the trustworthiness of the replicas versus the trustworthiness
of the network routing nodes, but further details are beyond
the scope of this paper. For our example, we choose fb ¼ 1.
Given that we have 10 replicas in total, implying that f ¼ 3,
the system can tolerate two replicas being partitioned away
(fs ¼ 2) and still tolerate one Byzantine fault. As a result, the
required connected component size is g ¼ n� fs ¼ 8.

For the results of assignments for BFT, we observe a simi-
lar trend to the results of the Paxos scenario. Fig. 6b shows
the assignment when using the MIP approach for CC-DAP
that achieves a probability of 0.99925 that eight of the clients
communicate. Fig. 6c shows the assignment when using the
MIP approach for DAP which has only a probability of
0.997 that eight of the clients communicate.

6 ERRORS IN COMPROMISE INFORMATION

Up to now, we have assumed the true assignment compro-
mise values are known and independent with each other. In
a realistic scenario, these assignment values could be
selected based on expert opinion or extracted from real-
world statistics. Both techniques cannot be perfectly accu-
rate. In this section we investigate what occurs when assign-
ment is based on imperfect information.

6.1 Methodology to Investigate Erroneous
Information

We establish certain parameters and values that we use to
investigate the effects of errors in information.

We define three scenarios for obtaining an ECC from
solving DAP:

� A_ECC_A_INFO is the ECC value based on avail-
able information for an assignment solved with the
available information. This is the connectivity that a
network operator expects when using an assignment
based on solving DAP with available information.

� R_ECC_A_INFO is the ECC value based on real
information for an assignment solved with available
information. This is the realistic connectivity that a
network operator will actually achieve when using
an assignment based on solving DAP with available
information.

� R_ECC_R_INFO is the ECC value based on real
information for an assignment solved with real

Fig. 6. Assignments illustrating effectiveness of application-specific assignments with CC-DAP: (a) assignment with CC-DAP where Paxos has a
probability of 0.99925 to make progress and expected client connectivity is 0.9675, (b) assignment with CC-DAP where BFT has a probability of
0.99925 to make progress and expected client connectivity is 0.9806, and (c) assignment with DAP where BFT has a probability of 0.997 to make
progress and expected client connectivity is 0.9975. Note the differences in topologies as (a) has 3 connections from each client to servers while (b)
and (c) have 4.
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information. This is the connectivity that could have
been achieved if the network operator had perfect
information.

We consider two types of discrepancies between available
and real information. First, some compromise events have
inaccurate values, that is, P 0ðeiÞ ¼ P ðeiÞ þ Di where P 0 is the
available probability distribution, P is the actual probability
distribution, and Di is the error for a particular compromise
event. Second, the compromise events are not fully indepen-
dent, that is, P 0ðEÞ ¼ ð1� aÞ � P ðEÞ þ a �DðEÞwhere E is a
set of compromise events,Dð�Þ is the probability distribution
if there is complete dependence among the events, and a is a
parameter determining how correlated the variants actually
are (a ¼ 0 is complete independence while a ¼ 1 is the most
extreme dependence). We illustrate the independent and full
dependence scenarios with Venn diagrams in Fig. 7a.

With a discrepancy between the available and real
information and letting x ¼ A ECC A INFO, y ¼
R ECC A INFO, and z ¼ R ECC R INFO we observe the
following two types of errors.

� CONFIDENCE ERROR ¼ jx�yj
y is the error in how

confident a network operator is with the created
assignment.

� CONNECTIVITY ERROR ¼ jy�zj
z is the error in how

much worse an assignment based on available infor-
mation is versus an assignment based on the real
information.

6.2 Error Analysis on Random Topologies

We show the effect of a discrepancy in the compromise
probability of a single variant. Then, we show the effect of
discrepancy in the assumption of complete independence
among variants. We use random topologies with similar set-
tings to the random topologies in Section 4.4. Each topology
had five clients and three variants with compromise proba-
bilities P ðe1Þ ¼ 0:1; P ðe2Þ ¼ 0:15; P ðe3Þ ¼ 0:2. In that section
we showed results when varying density and number of
nodes. For varying density we fixed the number of nodes at
25, and for varying the number of nodes we fixed the den-
sity at 6. These values were chosen as these parameters pro-
duced interesting topologies, that is, the topologies were
connected but not too connected that assignment was triv-
ial. Thus, in this section we fix the number of nodes to 25
and density to 6 for interesting topologies to investigate the
effects on assignment when there are discrepancies between
available and real information.

Fig. 7b shows the CONFIDENCE_ERROR and CON-
NECTIVITY_ERROR when the P ðe2Þ used for assignment is
different from the real P ðe2Þ. We show the errors when the
available information has a compromise probability greater
than the actual compromise probability (D2 < 0) and less
than the actual compromise probability (D2 > 0). We see the
greatest errors (for both types) when P ðe2Þ is believed to be
a weaker variant than it truly is, that is, D2 < 0 this is due to
the assignment algorithm preferring to select v3 over v2
when forced to make a choice between these two. We
observe little errors when D2 > 0 which is the case that the
available information indicates v2 is a stronger variant than
it actually is. This is due to the random topologies having
many client pairs that can be connected by two paths, so it
is not so detrimental for the assignment to prefer v1 over v2.
There is some error which indicates that the preference of v2
over v1 is slightly detrimental.

Fig. 7c shows the errors when the assignment selected is
based on the assumption of complete independence. We
note in this case that R ECC A INFO ¼ R ECC R INFO,
since the assignments are actually the same despite the
change in independence information, and thus CONNECTI-
VITY_ERROR is always equal to zero in this case. However,
CONFIDENCE_ERROR is nonzero since any connectivity
believed to be found by a network operator is less than the
realistic connectivity since dependence among variants is
detrimental to diversity. We see that this error increases lin-
early with a, the parameter controlling dependence.

7 RELATED WORK

Diversity assignment. The work most similar to ours consid-
ers diversity assignment over nodes of a distributed system
[22], but the goal of that work is to prevent the spread of
malware. In contrast, we assume that if a node of some vari-
ant is compromised, then all nodes of that variant are also
compromised, as the attacker is not restricted to only using
links within the network. When using diversity to prevent
the spread of malware, the computation problem in [22] is
different from ours as they intend to minimize the number
of links which contain two nodes of the same variant. Thus,
their underlying optimization problem for variant assign-
ment is a version of the classic graph coloring algorithm.
This problem is NP-hard, so their work also explores a heu-
ristic solution which can scale to large networks.

Fault-tolerant topology construction. Existing work has
introduced the concept of the fault-diameter of a graph,

Fig. 7. (a) Depiction of the difference between independence on the left (a ¼ 0) and full dependence on the right (a ¼ 1), (b) error values with a dis-
crepancy between real and available information in D2, and (c) error values with a discrepancy between real and available information in a.
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which is a metric that bounds the diameter of a graph given
that a bounded number of nodes may fail [23], [24], [25],
[26]. For a network topology, this means that if the number
of failures is bounded, then the maximum number of hops
between any two correct nodes will not exceed the fault
diameter. This translates to acceptable latency and overhead
even in the worst case. Work in this area has considered var-
ious ways to create graphs with good fault-diameters, but
these methods only consider unweighted graphs where
edges are possible between any pair of nodes. In our work,
we assume the topology is chosen ahead of time and fixed
to ensure good link quality, and we do not need to add
edges for our technique.

In wireless contexts, work has studied the allocation of
energy among nodes in a wireless adhoc network to ensure
high connectivity even when some bounded number of
nodes fail [27], [28], [29]. The work assumes that node posi-
tions are fixed and an amount of energy can be assigned to
each node. Higher energy at a node implies a larger trans-
mission range and more possible connections for that node.
The optimization problem is to find a power assignment to
nodes which minimizes the global power consumption
while ensuring connectivity among correct nodes given a
bounded number of nodes can fail. This optimization prob-
lem is studied in detail, providing a MIP and exploring vari-
ous approximation techniques.

Wireless Sensor Network (WSN) key distribution. Wireless
sensor networks consist of resource constrained devices
which sense physical phenomena and deliver this informa-
tion over a wireless newtork to a base station. In this con-
text, PKI and full pair-wise key initialization are prohibitive
due to the limitations of sensors. Thus, various work pro-
poses special key distributions, where secret information is
shared among more than a single pair of nodes [30], [31],
[32], [33], [34]. This has similarities to diversity assignment
as the physical capture of a single node allows an attacker
to utilize the secret information on that node to attack links
of other nodes which share similar secret information. Our
work does fundamentally differ as we perform diversity
assignment with the complete topology information to max-
imize a resiliency metric while WSN key distribution work
focuses on assigning initial secret information to nodes to
maximize the potential of many links are secure. With the
potential for many secure links, a random wireless topology
can be created and have certain resiliency properties.

Path diversity. Other work has studied the possible geo-
graphically diverse paths of real-world topologies [35]. The
assumptions of this work are that problems on today’s Inter-
net are correlated geographically, so having multiple paths
which contain nodes that are geographically diverse will
result in higher reliability, i.e., reduced probability of lost
packets. Themain contributions of this work are defining the
metric of geographic diversity for a graph and analyzing this
value for realistic graphs. No assignment problem exists in
this context as diversity is fixed by geographic location.

8 CONCLUSION

This work illustrates the resiliency benefits gained when
shifting from homogeneous networks with potential vulner-
abilities shared across all routing nodes to networks that

leverage optimally-assigned diversity. We summarize our
key findings. First, randomly assigning diversity to a realistic
network has surprisingly poor results, which motivated the
need to formulate and solve the Diversity Assignment Prob-
lem (DAP). Second, we propose an algorithm that solves
DAP optimally, and show the results on medium-sized ran-
dom networks as well as a realistic network. Third, we pro-
pose an algorithm that approximates the optimal solution,
scalingwell to large networks, and show that on randomnet-
works, the resulting resiliency is close to that of the optimal
solution. Fourth, we show how to optimize for the specific
resiliency needs of an application running on the network.
We applied this to Paxos and BFT, finding that the probabil-
ity of making progress can be significantly increased. Lastly,
as it is difficult to exactly estimate compromise probabilities
we showed how discrepancies between compromise proba-
bilities used for assignment and the real compromise proba-
bilities affect assignment and resilience.
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[30] S. Çamtepe and B. Yener, “Combinatorial design of key distribu-
tion mechanisms for wireless sensor networks,” IEEE Trans.
Netw., vol. 15, no. 2, pp. 346–358, 2007.

[31] L. Oliveira, H. Wong, M. Bern, R. Dahab, and A. Loureiro,
“SecLEACH—A random key distribution solution for securing
clustered sensor networks,” in Proc. 5th IEEE Netw. Comput. Appl.,
2006, pp. 145–154.

[32] H. Chan, A. Perrig, and D. Song, “Random key predistribution
schemes for sensor networks,” in Proc. IEEE Symp. Secur. Privacy,
2003, pp. 197–213.

[33] H. Chan and A. Perrig, “Pike: Peer intermediaries for key estab-
lishment in sensor networks,” in Proc. IEEE INFOCOM, 2005, pp.
524–535.

[34] W. Du, J. Deng, Y. Han, P. Varshney, J. Katz, and A. Khalili, “A
pairwise key predistribution scheme for wireless sensor
networks,” ACM Trans. Inform. Syst. Secur., vol. 8, no. 2, pp. 228–
258, 2005.

[35] J. Rohrer, A. Jabbar, and J. Sterbenz, “Path diversification for future
internet end-to-end resilience and survivability,” Springer Telecommun.
Syst., vol. 56, pp. 49–67, May 2014.

Andrew Newell received the BS degree in com-
puter science and mathematics from Southern
Illinois University at Carbondale in 2008. He is
currently working toward the PhD degree in
computer science at Purdue University. He is a
member of the Dependable and Secure Distrib-
uted Systems Laboratory. His research interests
include resilient network design, wireless net-
works, network coding, and machine learning.

Daniel Obenshain received the BS degree from
the California Institute of Technology in 2011 and
the MSE degree from the Johns Hopkins Univer-
sity in 2013. He is currently working toward the
PhD degree at the Johns Hopkins University,
where he is a Beauchamp fellow. His research
interests include distributed systems and intru-
sion tolerant systems. He is a member of the
ACM and the IEEE.

Thomas Tantillo received the BS degree in com-
puter engineering in 2010 and the MSE degree in
computer science in 2013 from the Johns
Hopkins University. He is currently working
toward the PhD degree in computer science from
the Johns Hopkins University. He is a member of
the Distributed Systems and Networks laboratory
and his research interests include security and
intrusion tolerance for networks and distributed
systems. He is a member of the IEEE.

Cristina Nita-Rotaru received the BS and MS
degrees from Politechnica University of Bucharest,
Romania, in 1995 and 1996, and the PhD degree
in computer science fromJohnsHopkinsUniversity
in 2003. She is an associate professor in the
Department of Computer Science at Purdue
University. She leads the Dependable and Secure
Distributed Systems Laboratory. She served on
the technical program committee of more than 40
conference in networking, distributed systems, and
security. She received the National science Foun-

dation (NSF) CAREER award. She served as an associate editor for the
ACM Transactions on Information Security and she is currently an associ-
ate editor for the IEEE Transactions on Dependable and Secure Comput-
ing, and the IEEE Transactions on Mobile Computing. Her research
interests include security and fault-tolerance for distributed systems and
networks. She is amember of the ACMand IEEEComputer Society.

Yair Amir received the BS and MS degrees in
1985 and 1990, respectively, from the Technion,
Israel Institute of Technology, and the PhD
degree in 1995 from the Hebrew University of
Jerusalem, Israel. He serves as a professor of
computer science, The Johns Hopkins University
since 1995. Prior to the PhD degree, he gained
extensive experience building C3I systems. He is
a creator of the Spread and Secure Spread group
communication toolkits, the Backhand and Wack-
amole clustering projects, the Spines overlay net-

work messaging system, and the SMesh wireless mesh network. He
has been a member of various program committees including the IEEE
International Conference on Distributed Computing Systems, the ACM
Conference on Principles of Distributed Computing, and the IEEE/IFIP
International Conference on Dependable Systems and Networks. He
currently serves as an Associate Editor for the IEEE Transactions on
Dependable and Secure Computing. He co-founded Spread Concepts
LLC (2000) and LTN Global Communications Inc (2008), and is a mem-
ber of the ACM and the IEEE Computer Society.

" For more information on this or any other computing topic,
please visit our Digital Library at www.computer.org/publications/dlib.

614 IEEE TRANSACTIONS ON DEPENDABLE AND SECURE COMPUTING, VOL. 12, NO. 6, NOVEMBER/DECEMBER 2015



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


