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Abstract—Compound threats involving cyberattacks that are
targeted in the aftermath of a natural disaster pose an important
emerging threat for critical infrastructure. We introduce a
novel compound threat model and data-centric framework for
evaluating the resilience of power grid SCADA systems to such
threats. We present a case study of a compound threat involving
a hurricane and follow-on cyberattack on Oahu Hawaii and
analyze the ability of existing SCADA architectures to withstand
this threat model. We show that no existing architecture fully
addresses this threat model, and demonstrate the importance of
considering compound threats in planning system deployments.

I. INTRODUCTION

Compound threats, in which cyberattacks are targeted to
compound the damage caused by natural disasters, are an
increasing concern for critical infrastructure. Such threats can
expand the damage caused by a natural disaster to result
in wider catastrophic infrastructure failures and ecological
disasters. Today, these concerns are growing more plausi-
ble: increasing infrastructure interdependencies not only make
compound threats more likely, but also increase their potential
impacts.

Federal, state, and local governments are paying more atten-
tion to these threats. During the 2021 Multi-State Information
Sharing and Analysis Center (MS-ISAC) annual exercises,
ten scenarios involved planning for the dual impact of a
cyberattack and a natural disaster [1]. After Hurricane Harvey
in 2017, the U.S. Army Cyber Institute conducted a three-day
drill in Houston the following year simulating a cyberattack
during a hurricane [1]. Cyberattacks on hospitals are also
growing [2], and a recent study by George Mason University
modeled the impact of such attacks on hospital operations
during the COVID-19 pandemic [3]. There is an emerging
trend of complex catastrophic events induced by a combination
of climactic and man-made threats for the purpose of inflicting
the most damage on the environment and society.

Power grid infrastructure represents a particularly important
potential target for compound threats, due to the fact that many
other critical infrastructures rely on power to function. Specif-
ically considering networked control systems, such as power
grid Supervisory Control and Data Acquisition (SCADA)
systems, the two aspects of a compound threat (non-malicious

failures due to a natural disaster, and malicious failures due
to a targeted cyberattack) have different characteristics and
effects on the the system. Non-malicious failures may cause
parts of the infrastructure to operate in reduced capacity or to
become unavailable for long periods of time (e.g. because they
lost power or were physically destroyed in a climatic event).
In contrast, sophisticated malicious attacks may specifically
target the system components that are likely to have the
greatest impact, such as central substations, power stations
or even control centers. Successful intrusions (compromises)
of the control servers can cause the system to behave in
incorrect ways (exhibiting arbitrary/Byzantine behavior [4],
[5]), as opposed to simply becoming unavailable.

Because of the differences between these two failure modes,
the dependability literature has traditionally considered them
separately, developing crash-fault-tolerant system architectures
and protocols to address non-malicious faults (like those due
to natural disasters), and Byzantine-fault-tolerant protocols to
address arbitrary or malicious faults (like those due to attacks
and compromises). However, the rise of compound threats, in
which malicious attacks are targeted concurrently with or in
the aftermath of a natural disaster, suggests a need to consider
these types of faults jointly to understand system resilience to
emerging compound threats and to develop system architec-
tures capable of withstanding such threats.

In order to bridge this gap between traditional fault models,
we present an initial exploration of compound threats in the
context of power grid monitoring and control infrastructure.
We introduce a novel compound threat model that encom-
passes damage due to a natural disaster and cyberattacks
that include system-level intrusions and network-level attacks.
We then analyze the ability of existing power-grid SCADA
architectures to withstand this compound threat model. The
SCADA architectures we consider include traditional architec-
tures based on a single control center, modern fault-tolerant
solutions deployed in practice, and state-of-the-art research-
based solutions designed to withstand attacks and intrusions.
To perform this analysis, we introduce a new data-centric
analysis framework that integrates a data-based model of
natural disaster effects with a concrete model of an attacker’s
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power to determine the probability of a given system instance
surviving a specific compound threat.

Using this data-centric framework, we perform a case-
study analysis of an attacker attempting to disrupt a power-
grid SCADA system on Oahu, Hawaii in the aftermath of
a Category 2 hurricane striking the island. Our results show
that while fault and intrusion-tolerant architectures deployed
today or proposed in the literature offer some protection
against compound threats, no existing architecture is designed
to handle such threats, and none can guarantee uninterrupted
operation under the full compound threat model we consider.
This highlights the need to explicitly consider compound
threats and design systems to cope with such threat models.
By grounding our analysis in real hurricane data, we also
show the importance of considering compound threats when
determining the geographic placement of control centers.

The specific contributions of our work are:
• We introduce a novel compound threat model, consisting

of natural disasters and follow-on cyberattacks.
• We develop a framework for analyzing system resilience

to compound threats.
• We present a case study analysis of power-grid SCADA

on Oahu, Hawaii, assessing the resilience of five different
SCADA configurations to compound threats involving a
hurricane strike on Oahu and cyberattacks that target the
SCADA system in its aftermath.

• We demonstrate the importance of considering the com-
pound threat model in selecting system architectures and
control center locations.

II. RELATED WORK

Traditionally, frameworks for analyzing electric power grid
resilience focus on risk and impact analysis of catastrophic
natural disaster events [6]–[8]. Increasing concerns about
malicious attacks have also led to frameworks exploring the
vulnerability of the power grid to cyberattacks and their
mitigation [9], [10]. While works on natural-disaster resilience
generally focus on the grid’s recovery to restore the power
supply [11], [12], works on cyberattack analysis typically
recommend measures to mitigate or prevent cyberattacks.
However, these prior works have typically not focused on
SCADA systems specifically. Modern grid SCADA systems
are increasingly complex and interconnected to other infras-
tructures, thus directly impacting the power grid’s resilience.

Prior work in the dependability and security literature has
considered SCADA’s resilience to cyberattacks and developed
cyberattack-resilient SCADA systems that address Byzantine
server faults and/or network attacks [13]–[17]. However, none
of these works considers the compound threat model we
propose. Moreover, these works do not provide frameworks for
systematically evaluating their system designs in the context of
real power grid deployments using data-centric fault modeling.

Some works have focused on defining and measuring the
dependence between power grid SCADA and other infras-
tructures like communications [18]–[20]. However, to the
best of our knowledge, there has not been a framework that

(a) Configuration “2” (b) Configuration “2-2”

Fig. 1: Current Industry Standard Architectures

systematically considers compound threats to grid SCADA,
i.e., natural disasters and follow-on cyberattacks scenarios.

III. SYSTEM AND THREAT MODEL

Our work analyzes the impact of compound threats on
power grid SCADA systems. Here we introduce the SCADA
system model and define the compound threat model we
consider.

A. System Model

SCADA systems are responsible for the monitoring and
control of power grid infrastructure. A basic SCADA archi-
tecture is shown in Figure 1a. Control servers called SCADA
Masters (SMs), form the core of the SCADA system and are
located in control centers. These SCADA Masters collect data
from and issue commands to equipment located in remote
sites (e.g. power plants, substations). These remote sites are
geographically distributed and communicate with the SMs in
the control center over a wide-area network. SMs present
the state of the system to human operators through a human
machine interface (HMI).

B. Compound Threat Model

We define a compound threat model that consists of two
stages: first, a natural disaster occurs, then a cyberattack is
targeted to cause further damage to the system. In the first
stage of this model, the natural disaster may make one or more
SCADA control centers or other control sites unavailable.1

Although this is a generic model that can apply to any type
of natural disaster, in this work, we specifically focus on
hurricanes. A hurricane may render a control site unavailable
by causing flooding that prevents it from operating. In addition
to flooding control sites, the heavy rain and high winds
produced by a hurricane may damage additional components
of the power grid infrastructure (e.g. substations, transmission
lines) and cause disruptions in power generation, transmission
or delivery. However, we do not currently consider these in
our model, as we focus on the SCADA control system.

In modeling the cyberattack part of the compound threat, we
consider that the attacker can see the outcome of the natural
disaster, i.e. which control sites are unavailable, and then target

1In the simplest architecture shown in Figure 1a, the control center is the
only control site, but we also consider architectures that use multiple control
centers and that use data centers as additional control sites (see Section IV-A).
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their cyberattacks to cause the maximum possible damage. For
the specific cyberattack model, we adopt the threat model of
[16], which includes system-level intrusions and network-level
attacks. Specifically, we model server intrusion and site iso-
lation attacks. In a server intrusion, the attacker compromises
a SCADA master, gaining complete control of it and causing
it to behave arbitrarily (Byzantine failure).

In a site isolation attack, the attacker is able to successfully
target and isolate a control site from the rest of the network,
preventing it from communicating with any of the other system
sites. This can be achieved through sophisticated resource-
intensive denial of service attacks today [21], [22].

In our full compound threat model, we consider four specific
threat scenarios, including a baseline natural-disaster-only
case, and three compound threat scenarios:

• Hurricane: this is the baseline scenario where some
control sites may be rendered non-operational due to the
hurricane, but there is no cyberattack

• Hurricane + Server Intrusion: the attacker is able to
compromise a SCADA Master after the hurricane

• Hurricane + Site Isolation: the attacker is able to isolate
a single control site after the hurricane

• Hurricane + Server Intrusion + Site Isolation: the
attacker is able to compromise a SCADA master and
isolate a control site after the hurricane

IV. CASE STUDY SCENARIO

As an initial exploration of the compound threat model
described in Section III, we consider a concrete case study,
evaluating several existing SCADA architectures in the context
of a compound threat on the power grid of Oahu, Hawaii.

A. SCADA Architectures

Prior work in [16] analyzed the resilience of a range of
SCADA architectures to cyberattacks. In our analysis, we
consider a subset of these architectures that offer different
levels of resilience to failures and intrusions.

Industry Standard Architectures: The simplest power
grid SCADA configuration we consider is a traditional single
control center architecture with a primary SCADA master
and a hot-backup SCADA master, as shown in Figure 1a.
Following the notation in [16], we label this as configuration
“2” (indicating a single site with 2 SCADA masters). This
architecture is designed to withstand crashes of the primary
SCADA master (by activating the hot-backup), but is not
designed to withstand natural disasters or cyberattacks.

To address control center failures (e.g. due to natural
disasters), many current SCADA systems use a primary-
backup architecture as shown in Figure 1b. We label this as
configuration “2-2” (indicating two sites, each with 2 SCADA
masters). This configuration consists of a pair of SMs (primary
and hot-backup) running in the primary site, and a second pair
of SMs in a cold-backup site. If the primary control center
fails or becomes unavailable, then the backup can be brought
online, although there is a delay (on the order of minutes) to
activate the cold-backup.

(a) Configuration “6” (b) Configuration “6-6”

Fig. 2: Intrusion Tolerant Architectures

Intrusion-Tolerant Architectures: The research commu-
nity has introduced SCADA architectures that use intrusion-
tolerant replication within a single control center to tolerate
server intrusions [15], [17]. In this work, we consider the
configuration “6” (Figure 2a) which uses 6 replicas to maintain
safety in the presence of one server intrusion and simultane-
ously support one server undergoing proactive recovery [23].

To recover from a control center failure while supporting
intrusion tolerance, the “6-6” configuration (Figure 2b) uses
intrusion tolerant replication with 6 replicas in the primary
site, and has a cold-backup control center with 6 additional
replicas. Here, the primary site can tolerate a server intrusion
just as “6”, and if the primary site becomes unavailable (due
to a natural disaster or a site isolation attack), then the cold-
backup, with its own 6 replicas, can be activated (after a delay).

Network-Attack-Resilient Intrusion-Tolerant Architec-
ture: Finally, we consider the configuration “6+6+6” (Fig-
ure 3) from [16]. This configuration is designed to simul-
taneously withstand both site isolation and server intrusion
attacks, without incurring downtime to activate a cold backup.
Six active replicas are placed in each of the two control centers
and an additional six active replicas are placed in a data center
to participate in the intrusion-tolerant replication protocol. The
additional data center site ensures that even if one site becomes
unavailable, there are enough remaining replicas to continue
operations without interruption.

Fig. 3: Network-Attack-Resilient Intrusion-Tolerant Architecture with
Configuration “6+6+6”
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B. Case Study Topology: Oahu, Hawaii

For our case study, we assess the resilience of the five
SCADA configurations described in Section IV-A to com-
pound threats in Oahu, Hawaii. This is an important location
for civil and military reasons. However, Oahu experiences
natural disasters including hurricanes.

The power grid SCADA topology on Oahu currently in-
cludes a control center, power plants, and substations, as
shown in Figure 4. For single-control-center configurations
(“2” and “6”), we consider the control center to be in
Honolulu. For primary-backup configurations (“2-2” and “6-
6”), we locate the primary control center in Honolulu, and
the backup control center in Waiau due to its geographically
central location with good connectivity. For the additional
data center required by the “6+6+6” configuration, we can
use existing commercial data centers DRFortress or AlohaNap
(labeled in Figure 4). In our analysis, we select DRFortress.

Fig. 4: Oahu, Hawaii Power Assets Topology

V. ANALYSIS AND EVALUATION FRAMEWORK

To analyze system resilience under our compound threat
model, we built a framework whose workflow is shown in
Figure 5. The analysis program takes in a SCADA topology
specifying the locations of relevant SCADA assets and data
detailing the impact of a natural disaster on those assets.
Based on this, it derives post-natural-disaster system states.
Next, a specific cyberattack model (i.e. server intrusion, site
isolation, or server intrusion + site isolation) is applied to the
post-natural-disaster system states to derive final system states
which are evaluated and categorized into operational states.

We adopt the color-based state naming scheme from [16],
which used similar states to capture the impact of cyberattacks
on SCADA systems. For the SCADA configurations and threat
model we consider, there are four possible operational states:

A green state indicates a fully operational system.
An orange state occurs in primary-backup architectures. It

represents the case where the primary control center becomes
unavailable, so the system will experience downtime until the
cold-backup control center is activated.

Geospatial
SCADA
Topology

Apply Natural
Disaster Impact

Post Natural
Disaster Topology

Hurricane
Realizations

Apply Worst-Case
Cyberattack
Modeling

System State after
Compound Failure

Modeling

Evaluation of
System State

Fig. 5: Workflow of Analysis and Evaluation Pipeline

A red state indicates that the system is not operational
and will not be able to resume operations until some system
components are repaired, or an attack ends.

Finally, a gray state indicates that the attacker has compro-
mised the safety of the system, and it can behave incorrectly.

A. Hurricane Modeling

For the Oahu case study, the natural disaster input data
for the framework is a set of hurricane realizations. Each
realization represents a specific hurricane outcome, in which
power assets may be rendered non-operational due to flooding.

To generate these hurricane realizations, we used a wave-
surge model based on a simulated hurricane using the AD-
vanced CIRCulation Model (ADCIRC). The ADCIRC model
models the inundation as a hurricane makes landfall [24]. For
this analysis, we simulated a Category 2 hurricane on Oahu,
using a realistic hurricane path used by emergency planners
in Hawaii.

The ADCIRC model uses mesh discretization near the
Oahu shoreline and then calculates the surge elevations over
time as a result of a numerical model of the wind field
representing the CAT 2 hurricane. Note that the mesh was
coarse near the shoreline, which is quite common given the
high computational demand of this modeling. This caused the
results to show a water surface elevation of, for example,
1.5m, but then 0m nearby in several locations. To alleviate this
discrepancy, we averaged the water surface elevations near the
shoreline, and then extended the water surface elevation onto
the shoreline to produce the inundation (following common
practice). This provides what is typically felt to be a realistic
representation of hurricane surge inundation from a storm.

The relevant power assets shown in Figure 4 were tracked to
determine the inundation levels at those sites in each hurricane
realization. The peak inundation from the simulated hurricane
was assumed to cause the asset to fail if inundation exceeded
0.5m (2ft), since this is the typical height for switches in
power plants and substations. A total of 1000 realizations
were performed to generate the natural disaster input to the
framework.

B. Cyberattack Modeling

As described in Section III, we consider three specific
cyberattack scenarios: server intrusion, site isolation, and
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green orange red gray

“2” control center up,
no intrusion N/A control center down/isolated server intrusions ≥ 1

“2-2” primary control center up,
no intrusion

primary control center down/isolated,
backup control center up,

no intrusion

primary control center down/isolated,
backup control center down/isolated server intrusions ≥ 1

“6” control center up,
server intrusions ≤ 1

N/A control center down/isolated server intrusions ≥ 2

“6-6” primary control center up,
server intrusions ≤ 1

primary control center down/isolated,
backup control center up,

server intrusions ≤ 1

primary control center down/isolated,
backup control center down/isolated server intrusions ≥ 2

“6+6+6” at least 2 sites up
server intrusions ≤ 1

N/A less than 2 sites up,
server intrusions ≤ 1

server intrusions ≥ 2

TABLE I: Conditions determining the operational state for each SCADA configuration.

server intrusion + site isolation. We model the “worst case”
cyberattacker who can see the outcome of the natural disaster
and has the power to target their attack against the post-disaster
system to cause the maximum damage. A simple approach
to guarantee maximum damage is to analyze the results of
attacking every possible combination of targets (sites and/or
servers) and then choose the worst outcome as the worst case
attack. However, this is computationally inefficient, so we use
the following algorithm:

1) If the attacker can compromise enough servers to com-
promise the safety of the system, it does so.

2) Otherwise, if the attacker can isolate a site, it prioritizes
isolating the primary/first control center if it is still func-
tioning, then the backup/second control center, followed
by any data centers.

3) After the attacker performs any site isolations, if the
attacker has the power to perform a server intrusion, the
attack compromises a server in any functioning site.

For the threat model and architectures considered, this algo-
rithm guarantees the worst-case damage. Rule (1) guarantees
that if the attacker can compromise the safety of the system, it
will (leading to a gray operational state). Rule (2) guarantees
that if compromising system safety is impossible, the attacker
will disable the most valuable sites first (leading to a red
or orange operational state if possible). Rule (3) guarantees
that any intrusions are applied to servers that would otherwise
have been functional, reducing the total number of operational
servers as much as possible.

C. Evaluating Compound Threat Outcomes

After applying a hurricane realization and cyberattack model
to a given SCADA configuration, the framework evaluates the
resulting operational state. A summary of the evaluation rules
can be seen in Table I.

For configuration “2”, its operational state is green if the
control center is functional, red if the control center is not
functional (either due to hurricane-related flooding or a site
isolation) and gray if there is a server intrusion.

For configuration “2-2”, its operational state is green if the
primary control center is functional, orange if the primary
control center is non-functional but the backup control center
is functional, red if both control centers are non-functional,
and gray if there is an intrusion of a functional server.

Configuration “6” is identical to “2” except that it can with-
stand a server intrusion: an attacker is required to compromise
2 out of 6 servers to cause the gray operational state.

Configuration “6-6” is identical to “2-2”, except, as in
configuration “6”, an attacker must compromise 2 servers out
of the 6 servers in the currently operational site to cause the
gray operational state.

For configuration “6+6+6”, its operational state is green as
long as at least two of its three sites are functional, and no
more than one server has been compromised. If less than two
sites are functional and there is no more than one intrusion
in an operational server, the state is red. If there is more than
one intrusion, the state is gray.

Calculating Outcome Probabilities. For each hurricane
realization, the framework applies the specified cyberattack
scenario and calculates the resulting operational state (i.e.
green, orange, red, or gray). The probability of each oper-
ational state occurring is then calculated as the fraction of
realizations that result in that state.

VI. CASE STUDY EVALUATION RESULTS

Using the framework described in Section V, we explore
each of the four threat scenarios defined in Section III. We
consider SCADA control sites located in Honolulu, Waiau,
and DRFortress (depending on the configuration) as described
in Section IV-B. We calculate the outcome probabilities for
each threat scenario as described in Section V-C.

A. Hurricane Scenario

Figure 6 shows the outcomes for all five SCADA con-
figurations under the baseline scenario of a hurricane, with
no cyberattack. In this case, the simplest configuration, using
a single control center with configuration “2” has a 90.5%
probability of being in a fully operational green state, and
a 9.5% probability of being in a non-operational red state.
This is because this architecture becomes non-operational (red)
when its single control center is flooded due to the hurricane.
Based on our modeling, this configuration’s single control
center in Honolulu is flooded due to the hurricane in 9.5%
of hurricane realizations, resulting in exactly the 9.5% red
probability shown in Figure 6. Surprisingly, Figure 6 shows
that none of the other architectures is able to improve on
this situation: all five configurations have 90.5% probability of
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Fig. 6: Operational Profiles in Hurricane Scenario (Honolulu +
Waiau + DRFortress)
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Fig. 7: Operational Profiles in Hurricane + Server Intrusion
Scenario (Honolulu + Waiau + DRFortress)
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Fig. 8: Operational Profiles in Hurricane + Site Isolation
Scenario (Honolulu + Waiau + DRFortress)
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Fig. 9: Operational Profiles in Hurricane +Server instrusion +
Site Isolation Scenario (Honolulu + Waiau + DRFortress)

being in a fully operational green state and 9.5% probability
of being in a non-operational red state.

The main design rationale for the primary-backup system
architecture (i.e. configurations “2-2” and “6-6”) is that the
backup control center should be able to take over and restore
operation if the primary control center fails. Yet, in this case
we see no additional benefit from using a backup control
center (or from active replication across multiple sites as in
configuration “6+6+6”). This comes from the fact that, under
our realistic hurricane modeling, the primary control center
location in Honolulu and the backup control center location
in Waiau experience strongly correlated failures. In fact, in
every hurricane realization in which the primary control center
location is flooded by the hurricane, the backup location is
flooded as well. This is due to the geographic profile of the
locations, which are relatively close together and at similar
altitude levels. Hence, the configuration of “2-2” does not
improve availability compared to configuration “2”.

The intrusion-tolerant configurations of “6”, “6-6” are de-
signed to withstand server intrusions, but they do not provide
any additional resilience to hurricane damage compared to
“2” and “2-2”. While configuration “6+6+6” employs active
replication across three sites to withstand the loss of any one
site, this does not improve resilience in this case, since in all
realizations in which the Honolulu control center is flooded,
the Waiau control center is also flooded, and the configuration
cannot withstand the simultaneous loss of two sites.

B. Hurricane + Server Intrusion Scenario
Figure 7 shows the outcomes for the five SCADA config-

urations under the compound threat scenario of a hurricane
combined with a successful server intrusion. Under this threat
model, the configurations “2” and “2-2” have zero probability
of being in green operational state. This is expected, as these
architectures are not intrusion tolerant by design. There is
a 90.5% probability that the attacker is able to fully take
control of the system and cause it to become incorrect (gray
operational state). Interestingly, however, this probability is not
100%: if the hurricane renders the system non-operational by
flooding the control center(s), there are no operational servers
for the attacker to compromise and the attack cannot succeed,
resulting in a red state instead of gray. This occurs in 9.5% of
hurricane realizations.

In this compound threat scenario, the intrusion-tolerant
configurations “6”, “6-6”, and “6+6+6” improve resilience.
These configurations are designed to be fully operational in
the presence of a server intrusion, and we can see that their
operational profile in the presence of the hurricane + server
intrusion (Figure 7) is exactly the same as with the hurricane
alone (Figure 6). However, they are not explicitly designed to
withstand natural disasters, and thus still have 9.5% probability
of being in the non-operational red state due to the hurricane
impact (as discussed in Section VI-A).

C. Hurricane + Site Isolation Scenario
Figure 8 shows the impact of a compound threat consisting

of a hurricane + successful site isolation attack. The single-
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control-center architectures (“2” and “6”) have no ability to
withstand such a threat: they are in the red non-operational
state in all realizations, since even if the control center survives
the hurricane, the attacker can target and isolate it.

Primary-backup architectures (“2-2” and “6-6”) can improve
the situation compared to single-control-center architectures:
in the realizations where both control centers survive the
hurricane (90.5% of realizations), the attacker will target and
isolate the primary control center, but the backup control
center can be used to restore operations. However, activating
the backup control center takes time, resulting in a service
disruption (orange operational state) in these realizations.
Compared to the hurricane alone (Figure 6), all four of these
configurations have significantly worse operational profiles
under the compound threat.

Of the configurations we consider, only configuration
“6+6+6” does not show any degradation compared to the
hurricane alone. It maintains the same operational profile
of 90.5% probability of being in the green state and 9.5%
probability of being in the red state. This is due to the fact
that this configuration is designed to withstand any single site
isolation attack with no service disruption. However, it cannot
tolerate more than one site becoming unavailable, and thus is
in the red operational state with 9.5% probability (realizations
where both control centers are flooded).

D. Hurricane + Server Intrusion + Site Isolation Scenario

Figure 9 shows the outcomes for all five SCADA architec-
ture with the most severe compound threat scenario, consisting
of a hurricane, followed by a successful server intrusion and
site isolation. Under this threat scenario, the configurations
“1”, “2-2”, and “6” are always either rendered non-operational
(red) or incorrect (gray). Specifically, when not rendered non-
operational (red) by the hurricane, the configurations “2” and
“2-2” are in gray operational state, becoming incorrect due
to the server intrusion. Though configuration “6” is intrusion-
tolerant, the site isolation attack renders the architecture non-
operational in all realizations in which the control center
was not already flooded by the hurricane, leading to 100%
probability of being in a red state.

The minimum survivable configuration in this compound
threat scenario is “6-6” with 90.5% probability of being
in an orange operational state: it is able to withstand a
server intrusion, and in the 90.5% of hurricane realizations
in which both the primary and backup control center survive,
the backup control center can restore operation after the
primary is targeted by the site isolation attack. Configuration
“6+6+6” improves on this, with 90.5% green operational state
probability. This configuration is still able to maintain the same
operational profile as with the hurricane alone (Figure 6). This
is because it is designed to withstand the full cyberattack
model of a site isolation + server intrusion. But, it is not
able to withstand the full compound threat model to maintain
availability (green state) in all instances; it still has 9.5%
probability of being in a non-operational red state.

Pr
ob

ab
ili

ty

Fig. 10: Operational Profiles in Hurricane Scenario (Honolulu
+ Kahe + DRFortress)
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Fig. 11: Operational Profiles in Hurricane + Server Intrusion

Scenario (Honolulu + Kahe + DRFortress)

VII. DISCUSSION

Our analysis demonstrates that no existing SCADA config-
uration is able to fully withstand the compound threat model
we consider: even the best-performing configuration “6+6+6”
is not able to maintain a green fully operational state under
this full threat model.

Another important outcome is that the choice of control
center locations has a large impact on system resilience. We
selected Honolulu and Waiau as the control center locations
based on cyber-resilience considerations: they are locations
with strong network connectivity and resources. However, their
similar geographic profiles cause them to be simultaneously
impacted by the hurricane under our realistic model of inun-
dation effects.

To better understand the impact of location choices, we
performed an additional analysis with Kahe as the second con-
trol center location instead of Waiau. Based on our hurricane
modeling, Kahe is the site least impacted by the hurricane. As
Figures 10 and 11 show, this choice can dramatically improve
resilience in certain threat scenarios. Considering the hurricane
alone (Figure 10), we see that configurations “2-2” and “6-
6” are now able to use the backup control center at Kahe to
restore operations when the primary at Honolulu fails. The
9.5% red probability for these configurations from Figure 6 is
entirely converted to orange, since Kahe is never impacted by
the hurricane in the realizations where the Honolulu control
center is flooded. For configuration “6+6+6” the operational
profile becomes entirely green.

Figure 11 shows a similar pattern for a compound threat
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consisting of hurricane + server intrusion, improving the
profiles compared to Figure 7: configuration “6-6” can use
the backup control center in Kahe to restore operation when
the primary in Honolulu is flooded. Configuration “6+6+6”
can maintain continuous availability (100% green state), since
there are always at least two sites available when Kahe is
used as the second control center. Thererfore, a question for
future work is: How should we choose additional control site
locations to maximize availability when increasing redundancy
for compound threat scenarios?

Finally, in all threat scenarios, we assume a worst-case
attacker model. While this analysis is important in understand-
ing resilience to compound threats, it may give the attacker
more power than they are likely to have in practice. How to
model realistic attacker power, and the design implications
of such an attacker model are still open questions. Future work
addressing these questions can help build and deploy systems
that are more resilient to compound threats.

VIII. CONCLUSION

We have presented a novel compound threat model, where
cyberattacks are targeted to compound the damage inflicted
by natural disasters. To understand the resilience of critical
infrastructure to compound threats, we developed a data-
centric evaluation framework. This framework determines the
probability of a given system instance surviving a particular
compound threat by deriving the post-natural-disaster system
state from data detailing the impact of a natural disaster,
and then applying the cyberattack model to the post-natural-
disaster system. We used this framework to perform a case-
study analysis of the resilience of power-grid SCADA systems
on Oahu, Hawaii to compound threats involving an attacker at-
tempting to disrupt the systems in the aftermath of a Category
2 hurricane striking the island. We assessed five SCADA con-
figurations with diverse architectures, and concluded that no
existing architecture can guarantee disruption-free operation
under our full compound threat model. We have also shown
the importance of considering compound threats and realistic
disaster data when determining the geographic placement of
SCADA control centers.
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